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In this paper, we discuss three-stage models that control for exogenous, non-discretionary inputs in

data envelopment analysis. In a recent article in this journal, Monte Carlo analysis was employed to

compare and contrast alternative DEA models that measure efficiency in the presence of exogenous

variables. The methodology for comparison was flawed, calling into question the results presented. We

introduce new second-stage models and compare and contrast them with simulated data.

& 2009 Elsevier Ltd. All rights reserved.
1. Introduction

Data envelopment analysis (DEA) was developed to measure
the performance of decision-making units in multiple input,
multiple output settings. The seminal papers of Charnes et al. [17]
and Banker et al. [1] introduced the constant returns to scale and
variable returns to scale models, respectively. DEA, which
measures the reciprocal of the distance function introduced by
Shephard [18], uses linear programming to identify a linear
approximation of the production frontier to allow benchmarking
and performance evaluation. The underlying model, however, did
not consider non-discretionary inputs, i.e. inputs beyond the
control of the producing unit. Banker and Morey [2] introduced a
one-stage model to control for these exogenous variables. The
Banker and Morey model assumed convexity with respect to the
non-discretionary inputs. However, when modeling exogenous
variables the assumption of convexity might be invalid as noted
by Ruggiero [13]. Ruggiero provided an alternative model that
relaxed this constraint. However, this model limits the reference
set for identifying benchmark performance based on the exogen-
ous variable. When there are multiple exogenous variables this
model suffers from the curse of dimensionality and can no longer
discriminate inefficient performance.

To address this issue Ruggiero [14] introduced a three-stage
model. In the first stage, the distance function is measured relative
to discretionary inputs and outputs. The resulting index captures
not only inefficiency but the effect that exogenous variables have
on production. In the second-stage, OLS is used to control the
influence of exogenous factors. The coefficients obtained from the
regression are used to aggregate the multiple exogenous variables
ll rights reserved.

ggiero).
to construct an index of environmental influence; in a third-stage,
this index is then used in the Ruggiero [13] model. Essentially, the
second-stage model decomposes inefficiency and environmental
influence and the third-stage measures efficiency maintaining the
desirable properties of the DEA measures.

Alternative models have been developed. Ray [12] used a two-
stage model to estimate the distance function in the first stage,
followed by ordinary least-squares regression in the second stage.
Ray uses the error term from the second stage as a measure of
efficiency. Muñiz [8] provided an alternative model using a
distance function in the first stage. However, the focus in Muñiz’s
approach is on slacks as opposed to the equiproportional measure.
Muñiz argues that first stage slack results from either technical
efficiency or from non-controllable factors. More recently, how-
ever, Johnson and Ruggiero [6] show that the focus on remaining
slack after Farrell efficiency is achieved is misguided. In particular,
they show that a benchmark exists in the neighborhood of the
Farrell projection that has no additional slack.

Muñiz et al. [9] compared several methods for controlling for
exogenous variables by simulating a production process and
varying the number of non-discretionary factors. The performance
of the methods was compared according to the rank correlation
and MAD between estimated and true efficiency. The results
indicated that the three-stage model of Ruggiero [14] performed
best in nearly all model scenarios and was the only model robust
to sample size and the number of non-discretionary variables.

In a recent paper in this journal, Cordero et al. [5] compare and
contrast alternative approaches for accounting for non-discre-
tionary variables in DEA. In particular, the performance of one-,
two- and three-stage models is analyzed via a Monte Carlo
simulation. Their selection of these DEA models is curious. For the
two-stage models, the authors discuss using OLS and tobit in a
second-stage regression. The authors include a discussion from
Simar and Wilson [15] that claims the second-stage regression
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parameters are biased. However, more recently, Banker and
Natarajan [3] and McDonald [7] prove that OLS provides
consistent estimates in the second-stage regression; McDonald
[7] also shows that tobit is not consistent with the data generating
process.

In this paper, we provide an alternative assessment of the non-
discretionary DEA models. In the next section, we constructively
review Cordero et al. [5]. In Section 3, we present the models that
will be used in our Monte Carlo analysis. Further, new second-
stage methods using alternative regression specifications are
introduced into Ruggiero [14] three-stage approach. In particular,
fractional logit and nonparametric regression are considered as
alternatives to OLS. Section 4 presents a Monte Carlo analysis, and
the last section concludes.
2. Cordero, Pedraja and Santin (CPS, 2009)

The main purpose of CPS is to compare alternative methods for
treating exogenous variables via Monte Carlo simulation. However,
the specification of the data generating process causes concern. The
authors argue that previous research designs are flawed because
the data generating process (DGP) does not use a flexible functional
form. However, the importance of flexible functional forms lies in
estimation where the true technology is unknown and not in data
generation. Since DEA is nonparametric, it only requires that the
DGP be consistent with the axioms of DEA (i.e., convexity, free
disposability, and minimum extrapolation) (see Banker et al. [1] for
further discussion). The selection of a particular functional form for
Monte Carlo analysis is arbitrary and selecting a flexible functional
form is no better than selecting any other functional form that is
consistent with axioms of DEA.

The following two-discretionary input (x1, x2) and one output
(y) translog production function is specified in CPS:

lnðyÞ ¼ b0þb1 lnðx1Þþb2 lnðx2Þþ0:5b11½lnðx1Þ�
2þ0:5b22½lnðx2Þ�

2

þ0:5b12 lnðx1Þ lnðx2Þ � u; ð1Þ

where u¼ � lnð�W
þgðz1; z2ÞþvÞ is a composite term that

captures inefficiency W, the effect of non-discretionary factors
g(z1, z2), and measurement error v. It is possible that u is
undefined given the specified data generating process. For
example, with v=0 an efficiency value of 0.5 (i.e., W=0.693)
causes u to be undefined. The authors have not described what to
do in the case of u undefined.

Further, it is not clear why measurement error should be
included in u. The authors only consider DEA-based methods that
are deterministic. Since CPS does not analyze the effect that
measurement error has on measured performance, it is not clear
why measurement error was included in the data generating
process. Furthermore, given the specification of the distribution of
v, v�N(0, 0.02), it is not clear that the noise is large enough to have
any impact on the analysis. In fact, measurement error only
accounts for less than 0.1 percent of the variation in lnðyÞ:

The biggest problem with the DGP is the choice of production
function. CPS specifies a translog production function, but assigns
parameter values that are contrary to the axioms of DEA and,
therefore, inappropriate. In particular, by assuming that all
parameters are positive, CPS violates the convexity requirement
of DEA. We show the implications of the assumed functional form
by focusing on the scale elasticity. Given (1), the scale elasticity
is

e¼
X2

i ¼ 1

biþ
X2

i ¼ 1

X2

j ¼ 1

bij lnðxiÞ: ð2Þ
Using the parameters chosen by the authors, we obtain:

e¼ 0:6þ0:2 lnðx1Þþ0:2 lnðx2Þ: ð3Þ

The authors generate xi�U(1,50). Without loss of generality,
we will analyze the scale elasticity for the hyperplane defined by
x1=x2=x. We can rewrite (3) as

e¼ 0:6þ0:4 lnðxÞ; ð4Þ

obtaining

de
dx
¼

0:4

x
40: ð5Þ

As x and, hence y, increases, scale elasticity increases. We
obtain decreasing, constant and increasing returns to scale when x

is less than, equal to, or greater than e, respectively. This is in
sharp contrast to economic production theory and would be
equivalent to a ‘‘Law of Increasing Marginal Product’’. In the
context of DEA, the axiom of convexity is violated.

CPS incorporates two exogenous variables z1 and z2 that are
generated from a uniform distribution on the range from �0.25 to
+0.25. The authors give the justification as ‘‘(the) effect on
observed inefficiency can be both positive or negative.’’ A positive
or negative effect is determined by the derivative of output with
respect to the non-discretionary variable and not the value. For
the DEA approaches such as the one-stage method of Banker and
Morey, the models are translation invariant (see [11]). Therefore,
the inclusion of negative values for z has no impact on the
efficiency estimates of the models. Further for the multi-stage
approaches that use regression, the coefficient of the z-variable is
robust to the interval selected as long as the interval has the same
span. Therefore, z variables generated on any 0.5 span would have
similar results.

CPS’s discussion of the two-stage method reinforces several
misconceptions about the method. In describing the two-stage
process proposed by Ray [12], the paper recognized that the
second-stage regression parameters can be biased ‘‘due to the fact
that efficiency scores calculated in (the) first stage,y, depend on
all observed inputs and outputs.’’ The comment recognized that if
the non-discretionary inputs effect efficiency, this information
should be used in the efficiency estimate procedure to improve
the efficiency estimates. This is similar to the omitted variable
bias in regression. However, the paper fails to recognize that if the
correlation between the discretionary inputs and non-discretion-
ary inputs is zero then a two-stage approach will not be biased.
Rather, the next paragraph states ‘‘this problem can be overcome
by using bootstrap methods.’’ The bootstrapping methods correct
for sampling bias which has nothing to do with the omitted
variable bias discussed in the previous paragraph. Further, the
Monte Carlo analysis performed in the paper assumes the
correlation between the discretionary inputs and non-discretion-
ary inputs is zero. Thus the discussion of the omitted variable bias
in the first stage is unnecessary.
3. DEA models with exogenous inputs

In this section, we describe several methods for handling
efficiency in the presence of exogenous variables. Further, we
develop new alternative approaches to the measurement of
efficiency in the presence of exogenous inputs. We assume that
each decision-making unit (DMU) i=1,y,N produces a vector of S

outputs yi=(yi1,y,yis) with a vector of M inputs xi ¼ ðxi1; :::; xiMÞ

given a vector of R non-discretionary inputs zi ¼ ðzi1; :::; ziRÞ: For
this section, we will assume for convenience that z24z1

implies y24y1 holding inputs constant.
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2 For the applications to simulated data in this paper, we used Proc Loess in

SAS. The smoothing parameter is chosen optimally in SAS to satisfy information

criteria.
3 For empirical applications of flogit, it is important to account for potential

heteroskedatiscity. STATA software can be used to obtain flogit parameter

estimates, robust standard errors, and marginal effects, all of which are useful in

interpreting empirical results. However, since we are conducting Monte Carlo
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The Banker and Morey [2] variable returns to scale model for
the measurement of efficiency of DMU ‘‘0’’ is given by

BMV0 ¼miny

s:t:
XN

i ¼ 1

liyijZy0j; j¼ 1; :::; S;

XN

i ¼ 1

lixikryx0k; k¼ 1; :::;M;

XN

i ¼ 1

lizilrz0l; l¼ 1; :::;R;

XN

i ¼ 1

li ¼ 1;

liZ0:

ð6Þ

This model seeks the maximum equiproportional reduction in
all discretionary inputs consistent with observed production and
non-discretionary inputs. The difference between this model and
the standard DEA model is the removal of the efficiency factor
from the right-hand side of the non-discretionary inputs. Banker
and Morey also provided the constant returns to scale version
of (6):

BMC0 ¼miny

s:t:
XN

i ¼ 1

liyijZy0j; j¼ 1; :::; S;

XN

i ¼ 1

lixikryx0k; k¼ 1; :::;M;

XN

i ¼ 1

lizilrðz0lÞ
XN

i ¼ 1

li; l¼ 1; :::;R; liZ0: ð7Þ

As pointed out by Ruggiero [13], however, these models
assume convexity with respect to the non-discretionary inputs.

Ruggiero (1998) provided a three-stage model to control for
non-discretionary inputs when R41. In the first stage, in the
analysis of DMU ‘‘0’’, the standard DEA model is applied using only
outputs and discretionary factors1:

F0 ¼miny

s:t:
XN

i ¼ 1

liyijZy0j; j¼ 1; :::; S;

XN

i ¼ 1

lixikryx0k; k¼ 1; :::;M;
XN

i ¼ 1

li ¼ 1; liZ0: ð8Þ

The resulting index is composed of inefficiency and the effect
that non-discretionary variables have on the production process.
In the second stage, the following regression is applied:

Fi ¼ aþb0ziþei: ð9Þ

Ray [12] applied OLS to estimate (9); McCarty and Yaisawarng
[19] recommended tobit given that 0oFir1: Banker and
Natarajan [3] and McDonald [7] both prove that OLS is a
consistent estimator. Here the functional form is assumed to be
linear which is common in the literature.

In this paper, we extend the methodology by considering two
alternative regression approaches in the second stage. First,
we provide a nonparametric regression, making the three-stage
approach entirely nonparametric. We consider the following
1 We present the variable returns to scale model. For our Monte Carlo analysis,

we employed the constant returns to scale version by removing the convexity

constraint to be consistent with the underlying technology.
regression equation:

Fi ¼ gðziÞþei: ð10Þ

The regression function g(z) can be locally approximated by
fitting a function to the data points within a chosen neighborhood,
a method pioneered by Cleveland [4]. It is common to identify
neighborhoods by placing each data point in the data set at the
center of its own neighborhood. Weighted least squares is used to
fit linear or quadratic functions within a specified neighborhood
of the predictors, defined by the smoothing parameter (i.e., the
radius of the neighborhood). For our model, we chose linear
functions.2

We also consider a fractional logit, a parametric alternative to
OLS and the nonparametric regression the second stage. Since the
dependent variable in the second stage is bounded by 0 and 1, the
effect of a given change in an independent variable z on F must
vary throughout the range of z. Thus, simple ordinary least
squares will predict infeasible F for some combination of
independent variables and, therefore, can be inappropriate. Since
the frontier in stage one includes some DMUs by construction, F

will equal to 1 for some observations. Thus, a straightforward log-
odds transformation—which is undefined for values equal to 1—is
not a solution to dealing with our proportion data. A better
empirical model when the dependent variable is proportional
with some observed efficiency value equal to 1 and/or 0 is
fractional logit (or, flogit) as suggested by Wooldridge [16].3

Nonparametric regression, fractional logit, or ordinary least
squares can be used in the second stage is to parse out the effect
that non-discretionary inputs have on production. Determining
which method works best is an empirical question that will be
investigated in the Monte Carlo simulation, presented in this
paper. Ruggiero [14] showed that an overall index of environ-
mental harshness can be obtained from zi ¼ F̂ i; the predicted
first-stage index. This index is then used as a control variable in a
third-stage model4:

TS0 ¼miny

s:t:
XN

i ¼ 1

liyijZy0j; j¼ 1; :::; S;

XN

i ¼ 1

lixikryx0k; k¼ 1; :::;M;

XN

i ¼ 1

li ¼ 1; liZ0; li ¼ 0 if zi4z0: ð11Þ

In the evaluation of DMU ‘‘0’’ any DMU with a more favorable
environment, represented by a higher index value, is excluded
from the solution space.
4. Monte Carlo analysis

Assume that the production technology can be represented by
the transformation of two-discretionary inputs (x1 and x2) into
simulations, we are only interested in the predicted values of F that follow from

the estimated flogit coefficients. For more about empirical applications of flogit,

see Papke and Wooldridge [10].
4 For the Monte Carlo analysis, the constant returns to scale version of this

model was employed to be consistent with the data generating process.
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Table 1
Monte Carlo results.

Method Correlation Rank correlation MAD

One-stage model

BMC 0.381 (0.059) 0.408 (0.065) 0.283 (0.035)

Three-stage models

OLS 0.877 (0.017) 0.821 (0.023) 0.074 (0.003)

Nonparametric 0.875 (0.022) 0.818 (0.025) 0.073 (0.003)

Fractional logit 0.877 (0.017) 0.821 (0.023) 0.073 (0.003)

Reported results are averages (standard deviations) from 100 replications. The

three-stage models are based on using linear programming model (8) in the first-

stage, regression equation (9) in the second-stage and linear programming model

(11) in the third-stage.
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output (y) given two non-discretionary inputs (z1 and z2)
according to the production function

yi ¼ z2
i1z�3

i2 x0:4
i1 x0:6

i2 ; ð12Þ

where constant returns to scale exist.5 Simulated inputs were
drawn for 500 DMUs from the following distributions:

ln xk �Nð0;1Þ; k¼ 1;2

ln zl �Nð0;0:1Þ; l¼ 1;2:
ð13Þ

An inefficiency component |u| was generated with u�N(0, 0.2);
observed output was generated as yo

i ¼ e�jujyi; where e�juj is a
measure of technical efficiency. Finally, 100 replications were
performed.

Efficiency was estimated using four models. For the one-stage
model, we applied the constant returns to scale Banker and Morey
(7) model. In the data generating process, non-discretionary input
z2 has a negative exponent indicating an adverse effect on
production; to be consistent with the Banker and Morey model,
this variable was inverted so that higher levels represented a
better environment. For the three-stage models, constant returns
to scale were assumed for the first-stage estimates (8). Three
second-stage regression models were considered: OLS, nonpara-
metric regression and flogit. After obtaining the resulting index,
the third-stage DEA model (11) was applied.

The results of the analysis are reported in Table 1. Performance
of the various models was evaluated using three criteria:
correlation, rank correlation and mean absolute deviation (MAD)
between true and estimated efficiency. The reported results are
the average results from 100 replications. Higher correlations and
lower MADs are desirable.

The first conclusion to be drawn from our analysis is the poor
performance of the one-stage models. The maintained assumption
of convexity with respect to the non-discretionary inputs
contributes to the poor estimates. Note these results are
consistent with the results found in [14]. Notably, the correlations
and rank correlations, all below 0.41, are the lowest of all the
models considered. The average MADs are above 0.2 for the
Banker and Morey model.

Secondly, the three-stage models appear to work relatively
well. In particular, the average correlation (rank correlation) was
above 0.87 (0.81) for all models. In addition, the MADs are all
relatively low, achieving averages approximately 1/3 of those
achieved by the one-stage models. While the one-stage model
could not decompose the environment and efficiency effects, the
5 Returns to scale are defined with respect to discretionary outputs only.
three-stage models perform remarkably well. Furthermore, the
three models that used different regression approaches in
the second-stage produced very similar results. It appears that
the second stage is robust with respect to the selection of OLS,
flogit or nonparametric regression.
5. Conclusions

In this paper, alternative models for analyzing efficiency in the
presence of non-discretionary inputs have been analyzed. Two
new three-stage models with different regression procedures
applied in the second stage are introduced. In particular, we
developed flogit and nonparametric regression as two competing
regression methods instead of OLS for the second stage of the
three-stage models. The Monte Carlo results indicated that the
three-stage models are robust with respect to regression type.
Future research to demonstrate under what circumstances each
regression approach is advantageous would be valuable.
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